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Thermodynamics was originally derived as a phenomenaddbgatation between “work”
and “heat”. It is based on two very simple “laws” that are ¢dbr systems in the
macroscopic world

Energy cannot be created or destroyed.
Heat will never flow spontaneously from a cold to a hot body.

In the nuclear world we know mass can be converted to enejyiaa versa but the first
law is valid in all practical materials applications.

The second law defines the equilibrium state and have theestieg philosophical
consequence that it specifies a direction of time. In a woHdne time goes backward we
would violate the second law.

The first law is used to define thternal energy, denoted’/, and the second law to define
theentropy, denotedS. These are called “state variables” because they depegaorihe
state of the system, not how that state was reached.



The thermodynamics used for materials has nothing to do‘weht” and “work”, it is
simply as a tool to determine the stable set of phases in gteray their composition and
how state variables depend on temperature, pressure arpbsuion.

The particular problem we have to deal with in material sogeis that most phases have a
significant composition range and we often have materialgdan the equilibrium state,
for example quenched from a high temperature.
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a) Soft annealed steel

Two different microstructures of the same steel are shovawebl'he amount, composition
and spatial arrangement of the different phases deterinnproperties. Thermodynamic
models have played a key role to understand and control firesesses.



Pearlite movie

Mats Hillert and Nils Lange studied the growth of a pearlitelnle by taking pictures of
layer by layer of polished surfaces. This has later been nmd@ movie which illustrates
the growth of the nodule, WIOVIE TIME
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The Calphad technique is specially designed to deal edtensive solubilitiesof the
phases imulti-component systems Many of the phases have strong deviation from

ideallity, either forming miscibility gaps or ordered cooymds. This requires careful
modelling of the constitution of each phase.
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We cannot use aBquation of Sates (EOS) for the modelling as such equations have no
unigue way to describe the composition dependence, an EQMable only for systems
where the phases have fixed compositions.

The function used in Calphad for modelling is the Gibbs epaij because it will be at a
minimum at equilibrium at constant compositiaghand P, i.e. the most common
experimental conditions.

(1) dG = —SdT'+VdP+ ) pdN;

wherepu; and N, are the chemical potential and moles of comporneaspectivly.

Thermodynamics becomes much simpler when we have selestadla dependent
function. We can let the computer software make the appatgptransformations to
calculate the interesting properties for any kind of candsg.



When a phase can vary in composition the most important ibotion to the model is the
configurational entropy. Boltzmann derived a relation lmwentropy and the number of
possible configurations of a systefn,

(2) S = kIn(Q)
wherek is now known as Boltzmann’s constant. For a simple case witbral kinds of

constituents which are distributed randomly on a given nemalb sites in the phase this
relation can be written

(3) Sm =R Z s In(z5)

whereR = Nak, (N4 is Avogadro’s number) and; is the mole fraction of each kind of
constituent. The subscript on the entropy indicates it is per mole. In an ideal solutloa t
chemical potential,; of a component at temperaturd’ is

(4) Hi = RT 1Il<£l77,)

and its activity equal to the mole fraction.



The calculation of thermodynamic equilibrium using thedywwamic models requires
solving systems of non-linear equations which is pradiyiaaipossible without a computer.

When Calphad started 40 years ago the computers were varyahbthe thermodynamic
models were very simple. The assessment technique to detetine model parameters in
the Gibbs energy expressions was also primitive.

But from the beginning all kinds of data that can be derivedifthe Gibbs energy was
used:thermochemical datalike enthalpies of formation, transformation and mixingah
capacities, chemical potentials and activities and alpe®ementalphase diagram data
like solubilities, compositions and temperatures at ilararequilibria etc.



The calculation of thermodynamic equilibrium using thedywwamic models requires
solving systems of non-linear equations which is pradiyiaaipossible without a computer.

When Calphad started 40 years ago the computers were varyahbthe thermodynamic
models were very simple. The assessment technique to detetine model parameters in
the Gibbs energy expressions was also primitive.

But from the beginning all kinds of data that can be derivedifthe Gibbs energy was
used:thermochemical datalike enthalpies of formation, transformation and mixingah
capacities, chemical potentials and activities and alpe®ementalphase diagram data
like solubilities, compositions and temperatures at ilararequilibria etc.

The models have gradually improved taking more physicgbgrtoes into account like
stoichiometric constraints, magnetism, chemical ordgrmomposition dependent volumes,
etc. The software has also improved so we can calculatersgst&th 10-12 components
and incorporate first principles data in the assessments.



The melting temperature changes when mixing twi
more elements as shown in this phase diagram fo
Ni. In order to model a liquid mixture at lower temp:
ature than the melting temperature of the elements
must extrapolate the Gibbs energy of the liquid be
the melting temperature.
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The melting temperature changes when mixing twi o
more elements as shown in this phase diagram fo/  zo00-
Ni. In order to model a liquid mixture at lower tempi €.
ature than the melting temperature of the elements : o
must extrapolate the Gibbs energy of the liquid be = -
the melting temperature. o]
This can be made most simply by using the facts ™o o> o3 O os 1
the Gibbs energy for the liquid and solid is equal at the

melting temperature and th&t= H — T'S.

We introduce the enthalpy of fusion as the difference betvtke enthalpies of liquid and
bce at the melting temperatur®; : AH; = H" "M — g and assuming\ H ; is

constant the Gibbs energy for the liquid relative to thedsisli

perature (K)

- T
(6) Ga™ = G&T + AHy(1— =)

1y
But this extrapolation of7 is not realistic because the heat capacities of the liquidsaifid

are different, also at the melting temperature.



Calphad history, Temperature extrapolation

As it is thermodynamically impossible to have a ju
in the heat capacity in a single phase region SGTE
troduced an extrapolation that makes the heat cap
continuous as shown in the figure. It makes the lic
heat capacity approach that of bcc below the mel
temperature and vice versa.
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As it is thermodynamically impossible to have a ju
in the heat capacity in a single phase region SGTE
troduced an extrapolation that makes the heat cap
continuous as shown in the figure. It makes the lic
heat capacity approach that of bcc below the mel

temperature and vice versa.

These figures show ho®/, H and.S are extraplolated from 300 to 4000 K for the liquid and
bcce for pure Cr using the SGTE method. The enthalpy and enwbmelting are marked.
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In the Calphad technique each crystalline phase is also lleddsparately and the
modelled Gibbs energy functionfor a solution phase will normally extend between all
pure element in a system.

But many phases dissolve elements which are never stallledfetement as pure. So make
it possible to extrapolate the Gibbs energy of a solutiorsphia the pure elements we must
introduce so callethttice stabilities. These describe the difference in Gibbs energy
between the solution phase and the stable phase for the lpunerd.



In the Calphad technique each crystalline phase is also lleddsparately and the
modelled Gibbs energy functionfor a solution phase will normally extend between all
pure element in a system.

But many phases dissolve elements which are never stallledfetement as pure. So make
it possible to extrapolate the Gibbs energy of a solutiorsphia the pure elements we must
introduce so callethttice stabilities. These describe the difference in Gibbs energy
between the solution phase and the stable phase for the lpunerd.

We have seen that the Gibbs energy function of the lic ]
phase for a pure element below the melting point cal  2-
extrapolated usind\ H ; and making the heat capacities %1600 ce
proach each other. :
But how to handle crystalline phases that are never s " 1000
for the element as pure? In the phase diagram for the ¢ oo
system there is considerable solibility of Crinfccand N 4" ¢ 0z o+ @ “os 3
bce. But pure Cr is never stable with an fcc lattice and pure

NI never stable with a bcc lattice.




The first set of lattice stabilities was proposed by Larry tdan more than 40 years ago.
One of the estimation techniques he used is illustratedibilofcc-Cr.

The liquidus for several binaries with high solubility of {@rfcc can be extrapolated to a

metastable melting temperature for fcc-Cr. Combined witlestimated melting entropy
this gives the difference in Gibbs energy between fcc anddscc
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The liquidus and solidus curves for fcc/liquid has beenapdtated to pure Cr to estimate a
metastable melting point. It must be the same independeaheddlloying element.
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The right hand figure shows how the Gibbs energy for the diffephases in Cr-Ni vary
with composition at 1600 K. The end point of the fcc curve fargCr is the “lattice

stability” of fcc-Cr at 1600 K, slightly above the liquid.



The first set of lattice stabilities was proposed by Larry tdan more than 40 years ago.
One of the estimation techniques he used is illustratedibilofcc-Cr.

The liquidus for several binaries with high solubility of {@rfcc can be extrapolated to a
metastable melting temperature for fcc-Cr. Combined witlestimated melting entropy
this gives the difference in Gibbs energy between fcc anddscc

2400 ! ! ! ! 2400
2200 | Liquid 2200
2000 -

2000 Liquid T=1400 K

Gibbs energy kJ/mol
S S A S

=
o

T T T T T T T T T T T
g 0 0.2 0.4 0.6 0.8 1. é 0 0.2 0.4 0.6 0.8 1. 0 0.2 0.4 0.6 0.8 1.
Mole fraction Cr Mole fraction Ni Mole fraction Ni

a) Pt-Cr b) Cr-Ni d) Cr-Ni

B>

The right hand figure is now the Gibbs energy curves at 1400, the lattice stability for
fcc-Cr is below that of the liquid. Today lattice stabilgiean be calculated by first

principles but such data are sometimes not useful becaasedtastable states of the pure
elements are often mechanically unstable.



For a more complicated case like pure Fe the heat capacrypatations and the Gibbs
energy differences relative to fcc is shown in the figureswell’he magnetic transition in
bcc has a significant influence on the thermodynamic praserti
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The heat capacities of crystalline phases that are nevdedta an element are usually set
equal to the Stable Element Reference (SER) i.e. the stableepat 298.15 K and 1 bar
(also in temperature regions where this is metastable)eléonents with many stable
phases, like Pu, these phases may become more or less tletastiifferent temperature

ranges.



An early conflict between calphadists and chemists was mdieded on activity
coefficients. A simple way to extend the use of chemical reastto non-ideal solution
phases is to use an activity coefficien,

(7) i = RT ln('yz-:l:i)
When~; is constant we have the so called “Henry’s model” which i$ gtipular for dilute

solutions. But if we try to extend this model by makimgcomposition dependent we must
not forget that the integral Gibbs energy, fsrmoles of components, is

and that the definition of the chemical potentials is
oG

© w= (o)
ON; T,P,N;

whereN; = Nzx;.

Only a very limited set of composition dependencies of thenaleal potentials (or activity
coefficients) does not violate these relations. And theytralgys be derived from an
Integral Gibbs energy function.



In the Calphad community we have a long experience of dewrgoppmposition models of
condenced phases and we all agree is that the thermodynewpeerpes for a system with
several composition dependent phase must be calculatedifietotal Gibbs energy
modelled as

(10) G(T,P,x:) =Y N“Go(T,P,x})

wherea is the phaselN® the amount of the phase an,, the molar Gibbs energy of the
phasex; is the fraction of componeritin the o phase.

The expression fofr,, is still an intensive field of scientific development and wettr
iInclude as much as possible of the physical properties gbtiase like crystal structure,
magnetism, ordering, charge transfer etc. still keepingimd that the model must be
possible to use for multicomponent systems.



For crystalline phases we may have different types of ditatsi$ occupied by different
constituents. The most general way to describe such phates Compound Energy
Formalism (CEF). This can handle any number of sublatt@eg kind of constituents
(atoms, vacancies, ions, molecules) on the sublatticesliffiedent kinds of interactions
between these constituents. Its generic expression is

(11) Gm — SI‘me _TCfgSm —i_ EGm —i_ phySGm

where "' 3,,, is the surface of reference including lattice stabilité§,s,,, is the
configurational entropy assuming ideal mixing of the cdnstits on each sublatticé,G,,
IS the “excess” Gibbs energy describing interaction emsrgf the constituents and
physx  describe particular physical properties like magnetingitions.

it ., and £ G,,, contain model parameters that must be fitted to experimantil
theoretical data in an assessment procedure.



The terms in the Gibbs energy can in the general case be srpras

(12) G =D T (Y) °Gi(T)

wherel! is an array specifying one constituent in each sublatticel&{Y") is the product
of their constituent fractions. Thusspecifies a “compound” and member and °G (7))

Is the energy of formation of this compound. The configuralentropy assumes random
mixing in each sublattice arggfs) IS the fraction of constituentin sublattices anda, is the
number of sites in sublattice

(13) S = —R> asy y¥ In(y)

Finally the excess Gibbs energy takes interactions betweestituents in the same
sublattice into account, wherkespecifies one or more constituents in each sublattice and
I1;(Y) is the product of these fractions ang (7) is the interaction energy.

(14) PG =) 11;(Y)Ls(T)

ThePs@,,, can be very different for different contributions.
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The Gibbs energy expression is

G, = Z Z iy °Gii + RT(a Z y: In(y;) + c yj In <y//>> 1 Eq.
1=A,B j=C,D 1=A,B 1=C,D
YGm = yays(WoLasc+ypLaso)+ yoyn(yaLlac,p + ysLec,p) +

YAYBYCYD LA, B:C,D



The CEF is a generic formalism that include many simple n®lile the gas phase with
molecules, the substitutional regular solution, stoinfetric compounds with a single
constituent on each sublattice, ordered intermetallkeslliaves phases, phases, carbides,
nitrides, ionic compounds like spinel, Y@tc.

a) bcc b) fluorite

For each phase the expressions f8IG,,, and &5, etc are different taking the real
sublattices and constituents into account.

For the magnetic model thB™*@G,,, depend on additional variables like the Curie
temperature and the Bohr magneton number which are modsdladhctions of the
constitution of the phase.

NN A A



Phases with order/disorder transformations like the fiaectiire (that can form Liland
L1y ordered structures) or bcc (with B2, B32, £&hd L2 ordering) are modelled with 4
sublattices where different fractions of the same corestiton the sublattice can give
different Gibbs energies.

a) fcc b) L1y c) L1

A CEF model for a disordered fcc phase needs a single su@d#i,Ni), to model the L1,
L1, and fcc we need four sublattices representing the symmaétetrahedron:

(Al, Ni) .25 (Al, Ni) 0.25(Al, NI) 9.25(Al, Ni) g.25

The sublattices describe the long range order (LRO) anddh&ibution to the Gibbs
energy due to short range order (SRO) can be included as asegnergy.
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Here the Shockley diagram is overlayed witha CVMca .
lation using the tetrahedron approximation of the config ...
tional entropy. The same A-B bond energy is used for | 3. o
diagrams.

For the CVM the ordering has now separate maxima & eo-
the L1 and L1, ordering as it should be. The orderi =
temperature is also half that of the Shockley diagram. 4 ° i oz o3 o os
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with the same 16 constant “cluster energie&’;;; as in the Bragg-Williams case; ;;
are the tetrahedron cluster probabilitigs; the pair probabilities and; the point
probabilities. Replacing;r = y."y'”yy” y; > will make this identical to the

Bragg-Williams model.



Now the CVM diagram is shown together with a CEF cal-
culation of the same prototype system with the same
bond energy. The CEF model uses Bragg-Williams ¢ |
figurational entropy but has added an excess term w z ™
reciprocal parameter with the form

PGm =) ) yaysyAysuaB

This was first derived in a paper by B Sundman an A K eSS oo
Mohri, Z Metallkde.,81 (1990) 251-254.

40
30
20

TEMPERATURE_KELVIN

10+

AT A A



Now the CVM diagram is shown together with a CEF cal-
culation of the same prototype system with the same
bond energy. The CEF model uses Bragg-Williams ¢ |
figurational entropy but has added an excess term w z ™
reciprocal parameter with the form

Gm =) ) yrypyAysuas

This was first derived in a paper by B Sundman an A K eSS oo
Mohri, Z Metallkde.,81 (1990) 251-254.

40
30
20
10

TEMPERATURE_KELVIN

1200

1 1 1 1
1000 v

ﬁﬁ%

T T T T
0 0.2 0.4 0.6 0.8 1.0
MOLE_FRACTION CU

(o]

o

o
|

This is an assessment of the Au-Cu phase diagram s
ing all fcc ordering forms as stable. The CEF model v
reciprocal terms are used.

[o2]

o

o
|

TEMPERATURE_CELSIUS
IN
o
S

N
o
o

o

B>



Now the CVM diagram is shown together with a CEF cal-
culation of the same prototype system with the same
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Here is a ternary extrapolation from the binary
sessments of Al-Ni, Al-Pt and Ni-Pt using the C
model with reciprocal parameters. It shows that
trapolations using this model are not unreasona
Which is one of the most important Calphad cr
ria.
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Thermodynamic models, intermetallics

Intermetallic phases have many sublattieebas 5, but CEF allows simplifications if there
are not sufficient experimental data to model the whole caitipa range because these
phases are usually stable in narrow temperature and cotgmoginges.
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a) The Cr-Fe phase diagram b) Thetructure



Intermetallic phases have many sublattieefas 5, but CEF allows simplifications if there
are not sufficient experimental data to model the whole camipa range because these
phases are usually stable in narrow temperature and cotignasinges.

However, with first principles calculations we may calcealatl
2° = 32 configurations of a binary phase as has been dc
for Cr-Fe and several other system. The top figure show:;
energies for the 32 configurations calculated for Cr-Fe,yn ¢ N
have the same composition. N

(Cr,Fe)x(Cr,Fe)(Cr,Fex(Cr,Fex(Cr,Fek
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A 5 sublattice CEF model with the first principles energies ' . . in o_recr at 1000 &
serted as the endmember enerdiés has been used to cc ' =

culate the fractions of Cr on the 5 sublattices for varying
content at 1000 K in the lower figure. Random configuratic
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For ionic phases like the spinel we can model the occupanthyeddifferent sublattices by
electrically charged elements like in magnetite

(Fet?, Fe™),(Fe™, Fe"?, Va) (0 ?)4

where the ions with different valences are treated as diffeconstituents and Va represent
vacant sites on that sublattice. On each sublattice ideahmis assumed. For the UO
phase with C1 structure the model adopted is

(U3, U, UT)1(072, Va)(Va, O 2),

where U can take 3 different valences and we have vacancgtdafe the oxygen sublattice
and an interstitial sublattice for oxygen.




For ionic phases like the spinel we can model the occupanthyeddifferent sublattices by
electrically charged elements like in magnetite

(Fet?, Fe™),(Fe™, Fe"?, Va) (0 ?)4

where the ions with different valences are treated as diffeconstituents and Va represent
vacant sites on that sublattice. On each sublattice ideahmis assumed. For the UO
phase with C1 structure the model adopted is

(U3, U, UT)1(072, Va)(Va, O 2),

where U can take 3 different valences and we have vacancgtdafe the oxygen sublattice
and an interstitial sublattice for oxygen.

This model describes the LRO of the phase. To model also tiB8&ny clusters must be
used and the configurational entropy must be derived usingl Ve great advantage with
CEF is that it is easy to extend the model adding more coestitul

(Am™3, Am™, Pu™3, Put, U3, U™, UT°); (072, Va)(Va, O ?),

A Wagner-Schottky model may be simpler to use in a binaryesgdiut such a model does
not have this flexibility to multi-component extrapolatson



The liquid phase is one of the most complex to model as it canitaproperties
significantly with composition like metallic, covalentnig etc. In some cases different
models are used for the liquid at different composition esnigp the same system but that is
not scientifically satisfactory.

The most flexible model available is the partially ionic tablattice model which can
describe all kinds of liquids (except aqueous) but whiclunexg accurate experimental data
for the liquid which are often missing.

First principle data is normally not available for liquidsthve may select models and
constituents based on results both from experiments aneamak dynamics simulations.
For ionic liquids the cations and anions are assumed to mrepaddently and the model for
U-Pu-O is

(Pu™3, UtH)p(072, Va, Pu@, O)o

where the “site ratiosP and( vary with the constitution to make the liquid electrically
neutral. The vacancy in the anion sublattice is heeded toritbesthe metallic liquid
without anions and the neutral constituent O describes #tatstable liquid oxygen.



With a model for each phase in a system we need a softwaredolatd the equilibrium of
the system by minimizing the Gibbs energy for different adbods. The most general
method for finding the equilibrium is a total Gibbs energy mmisation with constraints.
This can easily take into account different models for thiedent phases and also change
the set of stable phases while iterating.

The simplest set of conditions is fixdd P and overall composition. One or more of these
conditions can be replaced by a condition on the activityhanaical potential of a
component.

It is also possible to have as condition that one or more @héike the liquid, must be
stable. We may even specify the composition of a phase ¢to@stias a condition and in
some cases we may be interested to calculate an equilibrithntive condition that the
enthalpy of the system should have a given value.

But the number of conditions is limited by the Gibbs phase,rfil=n — p + 2.



The powerful feature of Calphad is the ability to model the
composition dependence and we will investigate how the
thermodynamic properties vary with the composition, de-
rived from the Gibbs energy for each phase.

The Al-Ni phase diagram to the right has been calculated

from an assessment of all phases stable in this system "~
phase diagram and chemical potentials are also show -
gether with experimental data below.

Temperature (K)
= - =
o N S
o o o
o o o

| | |

Rastogi & Ardell 0 | | |
2000 L L L L xChellman ~
3 Chellman & Ardell calc N vV 0
1800 - YGenuy & Fine 2\ v 69Han sol 1273K 800
e Maheshwari & Ardell 1273 et !
B | CHornbogen & Kreye :
1600 g AWatanabe ef al. o 90Hil sol 1600K 600 4
y Li & Ardell T -5 L
1400 + 3 = I v08Gwy %
7 34Fin g
1200 - TV b sarme 5 400
X 41Sch = A 0
F 1000 T | vazphi S
P o/ b 52Tay E
800 - % L 72Tay E -104
x83Nas ©
©84Rob
600 r ra7Hi E4
+88Bre
400 [ =90Jia
*91Ver
200 ‘ ‘ ‘ ‘ £93Cot -15
0 0.2 0.4 0.6 0.8 1.0 0 1.0

x(Ni)

1 T T
0.2 0.4 0.6 0.8 1.0

Mole fraction Ni

eI A A



2000

1800

1600

1400

As all thermodynamic properties can be calculated fron
assessed Gibbs energies we can also calculate the che ¢ |
potentials as shown in the lower figure for both Aland N s
1200 K. The reference state for the chemical potential ™

been selected as fcc for both elements. 0 o2 Mf,':jfracﬂgf’m 08 10
In the phase diagram a line is drawn at 1200 K. B e
Note that the chemical potentials are constant in two-p

regions (as this is a binary system) and these iso-ac
plateaus of course coincide with the two-phase regior
the phase diagram.
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Here we have also added a figure at the bottom sho w0/ | 1L~
the modelled Gibbs energy functions for all phases in A\, | Moetedton
system at 1200 K. Note that they are normally mode
for the whole composition range but thesAli; does no
extend to pure Ni.

We have selected a compositionzat; = 0.1 and drawr
a tangent to the Gibbs energy curve for the stable li
phase in the bottom figure. The end points of this tan -
corresponds to the chemical potentials of the compon 2* ~ weraenn
The end point of the tangent for Ni is below the scale of D

Gibbs energy figure.
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Increasing the content of Ni we come to the two-phast
gion between liquid and ANis. The chemical potential |
given by thecommon tangentbetween the Gibbs ener:
curves of liquid and AJNi. as shown in the bottom figure
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This is a magnification of the Gibbs energy curves at
two-phase region. Varying the composition across the
phase region changes only the amounts of the phase
composition of the phases are constant.
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On the other side of the ANi,; phase at 1200 K we come
the two phase region between this phase and B2. As b
the chemical potentials are constant in the two-phaseme
determined by the common tangent between the Gibb
ergy curves for the AINi, and B2 phases.

Note that in a ternary system we must have 3 phases
ble to have constant chemical potentials, in a quatern:
etc. This is given by the Gibbs phase rule and handt
automatically by the thermodynamic software.
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The B2 phase is an ordered form of the bce structure an 4 ™

Gibbs energy curve for the B2 phase has a pronounced =,

Imum at the ideal compositiany; = 0.5. The compositior
selected here isn; = 0.49.

Chemical potential of Ni (kJ/mol)

The CEF model for the B2 phase uses two identical su
tices with the same constituents on both:

(Al, Ni, Va)q.5(Al, Ni, Va)o.5

When the phase is perfectly ordred there are only Al on
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The B2 phase is an ordered form of the bce structure an 4 ™

Gibbs energy curve for the B2 phase has a pronounced =,

Imum at the ideal compositiany; = 0.5. The compositior
selected here isn; = 0.5.

Chemical potential of Ni (kJ/mol)
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tices with the same constituents on both:

(Al, Ni, Va)q.5(Al, Ni, Va)o.5

When the phase is perfectly ordred there are only Al on

A
S

Gibbs energy (kJ/mol)

sublattice and only Ni on the other. The disordered bcc

-50 1

-100 +

-104

N
o
|

w
o
|

a
o
|

-70

identical fractions in both sublattices. A

\
0.2

Mole fraction Ni

Mole fraction Ni

Mole fraction Ni



The next two-phase region is between the B2 and an

400

ordered phase, the Lwhich is an ordered form of the fc 4

structure.

Alloys based on the Liphase has good mechanical pr
erties at high temperatures and good corrosion resist
Many attempts are made to improve this which is the rei

for the strong interest to develop thermodynamic datak
for superalloys.

The model for the ordering in fcc is more complex than
and uses 4 identical sublattices:

(Al, Ni) 0.25(Al, Ni) 0.25(Al, Ni)o.25(Al, Ni) .25

Chemical potential of Ni (kJ/mol)

Gibbs energy (kJ/mol)
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Finally we reach the two-phase equilibrium between

600

and the disordered fcc. Note that the ordered and disorc 4

forms of fcc are modelled with a single Gibbs energy fL
tion using sublattices. When the fractions of Al and Ni
the same in all sublattices the phase is disordered, otbe
it is ordered.

The Gibbs energy curves vary with temperature and
variation is fitted to the phase diagram but also the hee
pacity, the entropy and thermal expansion of the phase
such properties can thus also be calculated.

Note that phase diagrams are calculated by tracing the
where the set of phases changes. The Gibbs energy ¢
have been shown here just to illustrate how they deter!
the chemical potentials and the phase diagram.

The fact that the modelled Gibbs energy curves extend
side the stable range of the phase means they can be u
simulate phase transformations.
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| think many students never come across the expressiondqgrattial Gibbs energy of a
multicomponent phase:

oG
G — =
' (aNk>T,P,Nj Zx] 85’33

as many textbooks give this only for binary cases and speuiidels like regular solutions.

For a phase with sublattices we can in the general case asdquartial Gibbs energies only
for endmembers, i.e. by specifying one constituent in each sublattice.t Elxpression is

oG
Za (<) ZS:Z J 8y§.)

J

where the first sum is over the constituents giveridband the second for all constituents.

At equilibrium the partial Gibbs energies derived from thedwmls are equal to the chemical
potential and it is possible to combine the partial Gibbg@gies for the endmembers to
obtain the chemical potentials for the components.



The cumbersome part of the Calphad technigue is to assesd paydmeters to reproduce
experimental and theoretical data and it is sometimes deredil as “curve fitting” by those
who have never tried to do it.

They forget that a single modelling function, the Gibbs gggeis used to derive all kinds of
thermodynamic data for the phase, from heat capacitiesjichépotentials, heats of
mixing to the bulk modulus. When the Gibbs energy functioialithe phases in a system
are known we can also calculate the phase diagram.

Many different kinds of experimental data and data from firgtciples can be used to fit
the model parameters and it means that the assesed Gibhy &mstion will give
consistent values for all these properties and for many iangerties, for which there may
be no experimental data.
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The cumbersome part of the Calphad technigue is to assesd paydmeters to reproduce
experimental and theoretical data and it is sometimes deredil as “curve fitting” by those
who have never tried to do it.

They forget that a single modelling function, the Gibbs gggeis used to derive all kinds of
thermodynamic data for the phase, from heat capacitiesjichépotentials, heats of
mixing to the bulk modulus. When the Gibbs energy functioialithe phases in a system
are known we can also calculate the phase diagram.

Many different kinds of experimental data and data from firgtciples can be used to fit
the model parameters and it means that the assesed Gibhy &mstion will give
consistent values for all these properties and for many iangerties, for which there may
be no experimental data.

Using consistent thermodynamic data is very important wdmemlating phase
transformations because data selected or fitted indeptyndaesy exhibit large
inconsistencies and numerical problems when combineceigithulation software.

The assessment procedure will also highlight temperanaieamposition ranges where
data is missing and is a guide for new experimental or thealetork.
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As already mentioned each phase is modelled separatelysaadlyufor a much larger
temperature and composition range than the phase is thgnaanlcally stable. For the
metastable range theoretical data from first principlesutation is very valuable.

Calphad models, until now, does not extended below 298.1& tkestemperature
dependence is often a simple polynomiallirand it is modelling the composition
dependence which is the unique facility of Calphad. As alyeshown there are many
possible ways to use CEF or similar models to describe this.
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As already mentioned each phase is modelled separatelysaadlyufor a much larger
temperature and composition range than the phase is thgnaanlcally stable. For the
metastable range theoretical data from first principlesutation is very valuable.

Calphad models, until now, does not extended below 298.1& tkestemperature
dependence is often a simple polynomiallirand it is modelling the composition
dependence which is the unique facility of Calphad. As alyeshown there are many
possible ways to use CEF or similar models to describe this.

Experimental data can be themochemical like enthalpiesraidtion, transformation and
mixing. Heat capacity data, activities or chemical potastii.e. anything that can be
calculated from the Gibbs energy model. The other majorcgoof information is the phase
diagram but this provides only the relation of the Gibbs gyn@f two or more phases.

It is this not possible to make a reasonable assessment etenswithout any enthalpy
data. First principles calculations are very valuable wiheme are no such experimental
data.
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This shows some of the results fitting different kinds of expental data to the phases in
the U-O system using the a CEF based model for the C1 phas@eapaditially ionic
two-sublaptice mpdel for the ‘quqid.‘
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In figure a) part of the U®phase diagram, in b) the heat capacity for the;ldGmposition,
In c) the oxygen partial pressure for different temperagatevarying composition, all
together with experimental and theoretical data. Figurghdys the fractions of electronic
and Schottky defects at Uxomposition as function of temperature. There are no
experimental data for this but first principles data for tkeédt energies has been used.

The important fact is that all these figures are calculatechfa single Gibbs energy
function for each phase. This is a unique feature of the Galphodelling technique.



The assessment of themodynamic model parameters can takalalof thermodynamic
information into account. The models may not be able to desall details of each binary
system but allows extrapolations of the main propertieg&b multicomponent materials.
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The assessment of themodynamic model parameters can takalalof thermodynamic
information into account. The models may not be able to desall details of each binary
system but allows extrapolations of the main propertieg&b multicomponent materials.

The modelled Gibbs energy function takes into account klvest information that is

known about the system although individual model paramsetery not have any physical
significance.
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information into account. The models may not be able to desall details of each binary
system but allows extrapolations of the main propertieg&b multicomponent materials.

The modelled Gibbs energy function takes into account klvest information that is
known about the system although individual model paramsetery not have any physical
significance.

Multicomponent thermodynamic databases have been usassbginchers in industries and
at universities for more than 20 years. The experienceatealculations using well
assessed thermodynamic databases for alloys like stpekaloys etc with up to 10 or 12
elements give results as accurate as an experimental dieddion.



The assessment of themodynamic model parameters can takalalof thermodynamic
information into account. The models may not be able to desall details of each binary
system but allows extrapolations of the main propertieg&b multicomponent materials.

The modelled Gibbs energy function takes into account klvest information that is
known about the system although individual model paramsetery not have any physical
significance.

Multicomponent thermodynamic databases have been usassbginchers in industries and
at universities for more than 20 years. The experienceatealculations using well
assessed thermodynamic databases for alloys like stpekaloys etc with up to 10 or 12
elements give results as accurate as an experimental dieddion.

It is Iimportant that the databases are well assessed bytexpéhne field using realistic
models for the different phases. It is also important tolizalt takes time to develop a
multicomponent database, often systems have to be revigedrtthree times before they
give accurate extrapolations. This is mainly due to thetfaat both the experimental and
theoretical data in binary systems are often scattered@netames inconsistent.



The figure below illustrates how the assessed thermodyndamadases are a central link
from the separate experimental and first principle dataignoy consistent Gibbs energy
functions for different kinds of applications. The simglapplications are phase diagrams
and property diagrams. Together with kinetic data on middliand interface energies,
assessed in the same way as the thermodynamic data, we rmaynaldate phase
transformations and microstructures.

Phase transformations, —==1 Microstructures
phase field simulations

h

Phase diagrams,
thermodynamic
CALPHAD :> properties
Monte Carlo Molecular Dynamics

& f

Experimental data First principles data




We will use the Fe-Mo system as an example how
metastable extrapolation of the Gibbs energy curve:
be used to provide information for simulating a ph
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We will use the Fe-Mo system as an example how
metastable extrapolation of the Gibbs energy curve:
be used to provide information for simulating a ph
transformation.

A point is marked in the phase diagram represer
20 at% Mo. If this alloy is quenched from 1700 K
1400 K we will go from a single bcc phase to a tv
phase region with bcc angphase.

The lower figure shows the calculated Gibbs ene
curves at 1400 K. If the alloy is quenched rapidly
initial state will be only bcc with the tangent indicate
But as there are other phases with lower Gibbs en
they will have a driving force for nucleation.
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Here the interesting part of the Gibbs energy curves
magnified and we have drawparallel tangentsto that of
the initial state. These tangent are drawn at the compa:
that have the largest driving force to nucleate of the ph:e
As can be ween it is the-phase that has the largest drivi
force.
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Here the interesting part of the Gibbs energy curves
magnified and we have drawparallel tangentsto that of
the initial state. These tangent are drawn at the compa:
that have the largest driving force to nucleate of the ph:e
As can be ween it is the-phase that has the largest drivi
force.
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Here we have instead drawn tb@mmon tangentfor the fi-
nal state but this does not give any help to understand v
phase that will nucleate first and at which composition.
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The driving force for nucleation is the difference in Gik
energy between the tangent for the initial state and t
constructed as parallel to this. The driving force is thus
same for all compositions.

The driving force must be large enough to overcome the
ergy needed to create an interface between the nucleL
the matrix phase. Inhomogenieties like grain boundarie
the matrix phase play an important role to reduce this.

A
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The driving force for nucleation is the difference in Gik
energy between the tangent for the initial state and t
constructed as parallel to this. The driving force is thus
same for all compositions.

The driving force must be large enough to overcome the
ergy needed to create an interface between the nucleL
the matrix phase. Inhomogenieties like grain boundarie
the matrix phase play an important role to reduce this.
The driving force for the whole transformation is mu
lower. It is the distance between the Gibbs energy a
initial state and theommon tangentof the final state fo
the same composition.

For simulating the growth of the new phase we also r
data for the mobilities of the elements to solve the diffas
equation. Thermodynamics provide the gradients in ch
cal potentials and the thermodynamic factor.
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To simulate the growth of the phases one must take into attieemliffusion of the
components i.e. to solve the diffusion equation.

oun dup Ocp
= —cgpM — —cg M
(17) /s CBMB S 0z CBMB dcp Oz
1 D — Msg— =axpMp———
(18) B BB ch — B B@xAﬁxB

whereJg, cg and Mg are the flux, concentration and mobility of component B respl.
up 1S the chemical potential anda length coordinatel)s is the diffusion coefficient(s,,

the Gibbs energy andg is the mole fraction. .

In a binary system the tie-line at the phase interface
given by the phase diagram, or common tangent, bu
a multicomponent system there are an infinite num|
of possible tie-lines and it is not trivial to find the on
that will balance the fluxes and the movement of t
phase interface.
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For simulating solidification we can often assume | 4@
the liquid phase have much faster diffusion that the ',
phases. In the interdendritic region the “Scheil-Gulliv |
model is often surprisingly good. This assumes no d
sion in the solid and that the liquid is always homogene
A liguidus surface for the Al-Mg-Si system in the Al cc
ner is shown in the middle figure. The thin lines repre:
Isothermals where the liquid is in equilibrium with one sk
phase. The thick lines are univariant lines where the i A "8 of ok ok ok o o
is in equilibrium with two solid phases. There is an invatin: ey

where the liquid is in equilibrium with three solid phase:

The bottom figure shows the solidifucation curve for ar ZZZ
loy with 5 at% Mg and 3 at% Si. The initial solid pha **°

860 —_ equilibrium

900

TIK

Is Al-rich fcc phase. There is a pronounced change ir | womgs \ |
curve when the liquid forms both fcc and Mg eutecti- &« -
. . . . 830 T
cally. Finally the invariant is reached when also some :
A 0 0.‘2 0.‘4 0.‘6 0.‘8 1.0

formed at constant temperature. Amount soli



There is a great interest to simulate what will happen withedemal after a long time of
service and in particular when we deal with materials thatdafficult to handle
experimentally. Detailed information on the energy of dé&eand other properties of
materials can now be calculated by first principles methodissaveral attempt are made to
use directly these in Monte Carlo, Molecular Dynamics analsetfield simulations to find
how the system will evolve with time.
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properties are limited and the simulations require long matational times because they
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With thermodynamic models, fitted to the first principle dasavell as other experimental
and theoretical data, we can describe a larger compositidrieamperature range of the
material and can calculate the properties needed for thaatiion much faster and thus
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service and in particular when we deal with materials thatdafficult to handle
experimentally. Detailed information on the energy of dé&eand other properties of
materials can now be calculated by first principles methodissaveral attempt are made to
use directly these in Monte Carlo, Molecular Dynamics analsetfield simulations to find
how the system will evolve with time.

The drawback of such simulations is that the compositioreddpnce of the energies and
properties are limited and the simulations require long matational times because they
are using atomistic models.

With thermodynamic models, fitted to the first principle dasavell as other experimental
and theoretical data, we can describe a larger compositidrieamperature range of the
material and can calculate the properties needed for thaatiion much faster and thus
simulate longer times.

The assessment procedure needed to develop the Calphbdskstaequires time and effort
but the results can be used in many simulations for varyimglitions, much more flexibly
than with any other materials modelling technique.

NN A A



Concluding remarks

The thermodynamic databases of Calphad type have alretabfised their usefulness for
many materials like steels, superalloys, ceramics etanthrstrial as well as scientific
applications.
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The thermodynamic databases of Calphad type have alretahbjlisBed their usefulness for
many materials like steels, superalloys, ceramics etanthrstrial as well as scientific
applications.

The thermodynamic databases are in no way competitive wahgdiinciple calculations,
they are simply the only possible way to combine data fronf siadculations with the
available experimental data of different types. Of courseleis can be improved as well as
the assessment procedure and we welcome all scientistsr@htt@rested in improving the
modelling and participating in the assessement of a multganent thermodynamic
databases.

The cost and efforts to develop accurate multicomponemtdaes are not insignificant.
But it will pay back its cost many times by reducing the neadhiany other kinds of
calculations and costly experimental work for improving #kmowledge of current fuels as
well as investigating new. A Calphad database is an invédualbl for simulations to
understand materials processes, how the material willMeeimeservice as well as what
may happen in extreme situations.



End of presentation

Thank you



Activity coefficients problem
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Integral binary excess
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Integral binary excess

0G .,
0T A

pa

RT In(7va)

YA

RT(zaln(za) + xpIn(xp)) + raxpLap
RT(In(xa)+1)+xpLag

RT(:UA ln(xA) + B ln(xB)) +xaxplap + RT(IH(:UA) + 1) +xplap —
(RTxaA(In(za)+ 1) +zaxpLlap + RTzp(In(xp) + 1) + zpralap)
RTln(ZCA) + :UB(l — :CA)LAB = RTIH(:IZA) -+ (1 — ajA)QLAB

rp(1 —xa)LlaB

L
exp(zp(l — LUA)ﬁ)

TAMA + TBUB

RTzaln(xa)+xaxB(l —xa)Lap + RT'xpIn(zp) + zpra(l —zB)Lan
RT(zaln(za) + xpIn(xp)) + raxp(l —xa+1—2z)LaB

RT(xaln(xa) +xpIn(zp)) + xaxplag



	ptsize {12}Rio de Janeiro, May 2011
	ptsize {12}Content
	ptsize {12}Content
	ptsize {12}Content
	ptsize {12}Content
	ptsize {12}Content
	ptsize {12}Content
	ptsize {12}Content

	ptsize {12}Thermodynamics, classical
	ptsize {12}Thermodynamics for materials
	ptsize {12}Pearlite movie
	ptsize {12}Thermodynamics, composition dependence
	ptsize {12}Thermodynamics, composition dependence

	ptsize {12}Thermodynamics, composition dependence
	ptsize {12}Thermodynamics, configurational entropy
	ptsize {12}Calphad history, composition models
	ptsize {12}Calphad history, composition models

	ptsize {12}Calphad history, temperature extrapolation
	ptsize {12}Calphad history, temperature extrapolation

	ptsize {12}Calphad history, Temperature extrapolation
	ptsize {12}Calphad history, Temperature extrapolation

	ptsize {12}Calphad history, Metastable states
	ptsize {12}Calphad history, Metastable states

	ptsize {12}Calphad history, lattice stabilities
	ptsize {12}Calphad history, lattice stabilities
	ptsize {12}Calphad history, lattice stabilities

	ptsize {12}Pure Fe
	ptsize {12}Thermodynamic models must be based on integral functions
	ptsize {12}Thermodynamic models, the modelling function
	ptsize {12}Thermodynamic models, the Compound Energy Formalism
	ptsize {12}Thermodynamic models, the Compound Energy Formalism
	ptsize {12}Thermodynamic modelling, the reciprocal system
	ptsize {12}Thermodynamic models, the Compound Energy Formalism
	ptsize {12}Thermodynamic models, crystalline phases
	ptsize {12}FCC ordering with Bragg-Williams, CVM and CEF
	ptsize {12}FCC ordering with Bragg-Williams, CVM and CEF
	ptsize {12}FCC ordering with Bragg-Williams, CVM and CEF
	ptsize {12}FCC ordering with Bragg-Williams, CVM and CEF
	ptsize {12}FCC ordering with Bragg-Williams, CVM and CEF

	ptsize {12}Thermodynamic models, intermetallics
	ptsize {12}Thermodynamic models, intermetallics

	ptsize {12}Thermodynamic models, ionic phases
	ptsize {12}Thermodynamic models, ionic phases

	ptsize {12}Thermodynamic models, liquids
	ptsize {12}Calculating the equilibrium
	ptsize {12}How G, $mu $ and phase diagram are connected
	ptsize {12}How G, $mu $ and phase diagram are connected
	ptsize {12}How G, $mu $ and phase diagram are connected
	ptsize {12}How G, $mu $ and phase diagram are connected
	ptsize {12}How G, $mu $ and phase diagram are connected
	ptsize {12}How G, $mu $ and phase diagram are connected
	ptsize {12}How G, $mu $ and phase diagram are connected
	ptsize {12}How G, $mu $ and phase diagram are connected
	ptsize {12}How G, $mu $ and phase diagram are connected

	ptsize {12}Chemical potentials in multicomponent systems
	ptsize {12}Assessment of model parameters
	ptsize {12}Assessment of model parameters

	ptsize {12}Assessment, Experimental data
	ptsize {12}Assessment, Experimental data

	ptsize {12}Assessment of U-O using experimental and theoretical data
	ptsize {12}Assessment, conclusions
	ptsize {12}Assessment, conclusions
	ptsize {12}Assessment, conclusions
	ptsize {12}Assessment, conclusions

	ptsize {12}Applications
	ptsize {12}Application: Thermodynamics for nucleation
	ptsize {12}Application: Thermodynamics for nucleation

	ptsize {12}Application: Thermodynamics for nucleation
	ptsize {12}Application: Thermodynamics for nucleation

	ptsize {12}Application: Thermodynamics for driving force
	ptsize {12}Application: Thermodynamics for driving force

	ptsize {12}Application: Thermodynamics for diffusion
	ptsize {12}Application: Solidification
	ptsize {12}Application: multiple length-scale simulations
	ptsize {12}Application: multiple length-scale simulations
	ptsize {12}Application: multiple length-scale simulations

	ptsize {12}Concluding remarks
	ptsize {12}Concluding remarks
	ptsize {12}Concluding remarks

	ptsize {12}End of presentation
	ptsize {12}Activity coefficients problem
	ptsize {12}Integral binary excess
	ptsize {12}Integral binary excess

